
Assessing the Significance of Performance Differences on the
PASCAL VOC Challenges via Bootstrapping

Mark Everingham, S. M. Ali Eslami, Luc Van Gool,
Christopher K. I. Williams, John Winn, Andrew Zisserman

October 18, 2013

In the PASCAL VOC challenges, entrants in a par-
ticular competition are evaluated in terms of a specified
metric. It can happen that some entrants will have sim-
ilar scores, and it is of interest to assess the significance
of these differences. For example, we might be interested
to know if the highest-scoring entry is significantly bet-
ter than some of the others. In this note we discuss the
use of bootstrap sampling to address this question. We
first came across the idea of bootstrapping precision-
recall curves in the blog comment by O’Connor (2010),
although bootstrapping of ROC curves has been dis-
cussed by many authors, e.g. Hall et al (2004); Bertail
et al (2009).

In the bootstrap (see e.g. Wasserman, 2004, Ch. 8),
the data points (images in our case) are sampled with
replacement from the original n test points to produce
B bootstrap replicates. To compare two methods A and
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B, we first compute the difference in scores on each
bootstrap sample. We then obtain a confidence inter-
val by sorting the differences, and then returning the
α/2 and 1−α/2 quantiles, where for example α = 0.05

would yield a 95% confidence interval. (This is the per-
centile interval method described in Wasserman, 2004,
Sec. 8.3.) The null hypothesis that A is equivalent to
B (at the 1 − α level). This is rejected if zero is not
contained in the obtained confidence interval, leading
to the conclusion that method A is statistically signifi-
cantly better than method B, or vice versa, depending
on the result. This procedure is more informative than
the unpaired bootstrap confidence intervals in deter-
mining whether two methods are significantly different;
for example a variation in the hardness of the bootstrap
replicates may give rise to overlapping score intervals,
even if method A always beats method B.

In the challenge we can also determine the rank of
each method on each bootstrap replicate, and thus a
confidence interval for the rank of a method (using α/2
and 1 − α/2 quantiles as above). This can provide a
useful summary of the relative strength of the methods
without the need for pairwise comparisons.

For the classification, detection and action classifi-
cation challenges the overall measure of performance
is the average precision (AP), whose computation de-
pends on all of the images. For segmentation, the per
class accuracy is computed via the “intersection over
union” measure (see Everingham and Winn 2012, sec.
5.4) accumulated over images.

Summary results for all 20 VOC classes highlight-
ing methods that are not significantly different from the
highest-scoring one are shown in Table 1 (for classifica-
tion), Table 2 (for detection) and Table 3 (for segmen-
tation). The entrant abbreviations used in these tables
are decoded in Table 4. The results show that for clas-
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sification, NUS_SCM is significantly better than all of
the other entrants on all cases except one. For detection
there are often two entries in the winning equivalence
class, and for segmentation there are often three or four
entries in the winning equivalence class for each com-
petition.

These results show that one should not over-interpret
small differences in evaluation scores as constituting sig-
nificant improvements in performance.
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CVC 89.4 70.8 69.8 73.9 51.4 84.9 79.7 72.9 63.9 59.6 64.3 64.8 75.8 79.1 91.4 42.9 63.5 62.1 86.7 73.8
CVC_SP 92.1 74.2 73.1 77.5 54.4 85.2 81.9 76.4 65.3 63.6 68.7 69.0 78.3 80.9 91.6 56.1 69.6 65.5 86.7 77.4
IMPERIAL 73.3 33.6 31.1 45.0 17.3 57.8 34.7 46.0 41.3 18.7 30.7 34.6 23.3 39.5 57.3 12.1 23.7 25.6 51.4 36.5
ITI 89.1 62.4 60.1 68.2 33.6 79.8 67.0 70.3 57.5 51.3 55.3 59.4 68.7 74.5 83.2 26.0 57.4 54.1 83.4 64.9
ITI_FUSED 90.5 65.4 65.9 72.3 37.9 80.7 70.6 72.5 60.4 55.4 61.7 63.6 72.5 77.4 86.8 37.8 61.2 57.3 85.8 68.8
NUS_SCM 97.3 84.3 80.9 85.4 61.1 90.0 86.9 89.4 75.5 78.2 75.4 83.2 87.6 90.2 95.1 58.0 79.6 73.8 94.5 80.9
UP – – – – – – – – – – – – – – 88.7 – – – – –

Table 1: Bootstrapped classification results on all classes. The leading methods that are not statistically significantly different from
each other are highlighted in gold.
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MISSOURI 51.4 53.7 18.3 15.6 31.7 56.5 47.1 38.7 19.5 32.0 22.1 25.1 50.4 51.9 44.9 12.0 37.8 30.8 50.9 39.4
NEC 65.0 46.8 25.1 24.7 16.1 50.9 44.9 51.6 13.0 26.7 31.0 40.2 39.8 51.6 32.8 12.8 35.8 33.7 48.0 44.7
OLB_R5 47.5 51.7 14.2 12.6 27.4 51.8 44.2 25.5 17.8 30.3 18.2 17.0 47.0 50.9 43.0 09.6 31.3 23.7 44.3 22.1
SYSU_DYNAMIC 50.0 47.0 07.9 03.8 24.9 47.2 42.7 31.3 17.5 24.4 10.1 21.4 43.7 46.4 37.5 07.9 26.4 21.6 43.2 36.5
OXFORD 59.5 54.5 21.9 21.7 32.1 52.6 49.3 40.8 19.1 35.3 28.9 37.2 51.0 49.9 46.1 15.7 39.4 35.7 49.0 42.8
UVA_HYBRID 61.6 52.0 24.6 24.9 20.2 57.1 44.5 53.7 17.4 33.1 38.1 42.9 49.0 59.5 35.8 22.8 40.3 39.7 51.1 49.4
UVA_MERGED 47.2 50.2 18.4 21.5 25.2 53.4 46.3 46.3 17.5 27.9 30.1 35.1 41.7 52.1 43.2 18.2 35.1 31.2 45.5 44.3

Table 2: Bootstrapped detection results on all classes. The leading methods that are not statistically significantly different from each
other are highlighted in gold.
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BONN_CSI 45.3 84.9 59.5 27.9 44.1 39.7 41.6 52.5 61.6 56.2 13.4 44.4 25.9 42.7 51.6 58.2 51.4 29.4 45.7 28.7 49.8 43.6
BONN_JOINT 46.9 85.1 65.9 29.3 51.7 33.3 43.8 60.1 60.5 52.2 13.5 54.0 32.6 40.3 57.7 57.0 49.0 33.1 53.6 29.1 47.3 37.6
BONN_LINEAR 44.8 83.9 60.3 27.3 46.5 39.9 42.0 57.5 59.2 50.2 09.9 41.5 21.7 42.9 51.8 57.1 50.1 33.4 44.0 29.1 47.8 44.8
NUS_SP 47.2 82.8 52.9 31.0 40.1 44.4 58.6 61.0 52.4 49.0 22.6 37.9 27.2 47.4 52.6 47.1 51.9 35.3 54.9 40.7 54.1 47.7
UVA_NBNN 11.2 63.2 10.4 02.3 02.9 02.9 00.9 30.2 14.7 14.9 00.2 06.0 02.2 05.0 12.2 15.2 23.4 00.5 08.8 03.4 10.7 05.2

methods below also trained on external data

BONN_CSI 46.7 85.0 64.0 26.7 45.9 42.0 47.1 54.3 58.8 55.1 14.4 48.9 30.6 46.1 52.7 58.4 53.4 31.7 44.4 34.5 45.5 42.6
BONN_JOINT 47.5 85.2 63.8 27.0 56.3 37.8 46.8 58.2 59.4 54.9 11.4 50.9 30.4 45.0 58.6 57.4 48.6 34.8 53.3 32.2 47.8 38.7
BONN_LINEAR 46.7 84.7 63.9 23.8 44.8 40.5 44.9 59.9 58.8 56.9 11.5 45.8 34.9 43.0 55.0 58.3 51.5 34.7 44.2 29.7 50.5 44.1

Table 3: Bootstrapped segmentation results on all classes. The leading methods that are not statistically significantly different
from each other are highlighted in gold. The upper part of the has entries trained on the supplied VOC 2012 data only (competition
5); the lower part is for competition 6, which allowed external data to be used.
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Codename C
ls

D
et

S
eg

A
ct

Institutions Contributors References
BONN_CSI · · • · University of Bonn,

Georgia Institute of Technology,
University of Coimbra

Joao Carreira, Fuxin Li,
Guy Lebanon, Cristian Smin-
chisescu

Li et al (2013)

BONN_JOINT · · • · University of Bonn,
Georgia Institute of Technology,
University of Coimbra,
Vienna University of Technology

Joao Carreira, Adrian Ion,
Fuxin Li, Cristian Sminchisescu

Ion et al (2011a,b)

BONN_LINEAR · · • · University of Bonn,
University of Coimbra

Joao Carreira, Rui Caseiro,
Jorge Batista, Cristian Sminchis-
escu

Carreira et al (2012)

CVC • · · · Computer Vision Barcelona Fahad Khan, Camp Davesa,
Joost van de Weijer, Rao Muham-
mad Anwer, Albert Gordo,
Pep Gonfaus, Ramon Baldrich,
Antonio Lopez

Khan et al (2012a)

CVC_CLS · • · · Computer Vision Barcelona Albert Gordo, Camp Davesa,
Fahad Khan, Pep Gonfaus,
Joost van de Weijer, Rao Muham-
mad Anwer, Ramon Baldrich,
Jordi Gonzalez, Ernest Valveny

Khan et al (2012a,b)

CVC_SP • · · · Computer Vision Barcelona,
University of Amsterdam,
University of Trento

Fahad Khan, Jan van Gemert,
Camp Davesa, Jasper Uijlings ,
Albert Gordo, Sezer Karaoglu,
Koen van de Sande, Pep Gon-
faus, Rao Muhammad Anwer,
Joost van de Weijer, Cees Snoek,
Ramon Baldrich, Nicu Sebe,
Theo Gevers

Khan et al (2012a,b);
Karaoglu et al (2012);
van Gemert (2011)

HU · · · • Hacettepe University,
Bilkent University

Cagdas Bas, Fadime Sener, Na-
zli Ikizler-Cinbis

Sener et al (2012)

IMPERIAL • · · · Imperial College London Ioannis Alexiou, Anil A. Bharath Alexiou and Bharath
(2012)

ITI,
ITI_ENTROPY,
ITI_FUSED

• · · · ITI-CERTH, University of Surrey,
Queen Mary University of London

Elisavet Chatzilari,
Spiros Nikolopoulos, Yiannis Kom-
patsiaris, Joseph Kittler

-

MISSOURI · • · · University of Missouri Columbia Guang Chen, Miao Sun, Xutao Lv,
Yan Li, Tony Han

-

NEC · • · · NEC Laboratories America,
Stanford University

Olga Russakovsky, Xiaoyu Wang,
Shenghuo Zhu, Li Fei-Fei, Yuan-
qing Lin

Russakovsky et al (2012)

NUS_SCM • · · · National University of Singapore,
Panasonic Singapore Laboratories,
Sun Yat-sen University

Dong Jian, Chen Qiang,
Song Zheng, Pan Yan, Xia Wei,
Yan Shuicheng, Hua Yang,
Huang Zhongyang, Shen Shengmei

Song et al (2011); Chen
et al (2012)

NUS_SP · · • · National University of Singapore,
Panasonic Singapore Laboratories

Wei Xia, Csaba Domokos,
Jian Dong, Shuicheng Yan,
Loong Fah Cheong,
Zhongyang Huang, Shengmei Shen

Xia et al (2012)

OLB_R5 · • · · Orange Labs Beijing,
France Telecom

Zhao Feng -

OXFORD · • · · University of Oxford Ross Girshick, Andrea Vedaldi,
Karen Simonyan

-

OXFORD_ACT · · · • University of Oxford Minh Hoai, Lubor Ladicky, An-
drew Zisserman

Hoai et al (2012)

STANFORD · · · • Stanford University, MIT Aditya Khosla, Rui Zhang, Bang-
peng Yao, and Li Fei-Fei

Khosla et al (2011)

SYSU_DYNAMIC · • • · Sun Yat-Sen University Xiaolong Wang, Liang Lin,
Lichao Huang, Xinhui Zhang,
Zechao Yang

Wang et al (2013)

SZU · · · • Shenzhen University Shiqi Yu, Shengyin Wu, Wen-
sheng Chen

-

UP • · · · University of Padova Loris Nanni Nanni and Lumini (2013)

UVA_HYBRID · • · · University of Amsterdam Koen van de Sande, Jasper Uijlings,
Cees Snoek, Arnold Smeulders

van de Sande et al (2011);
Uijlings et al (2013)

UVA_MERGED · • · · University of Amsterdam Sezer Karaoglu, Fahad Khan,
Koen van de Sande,
Jan van Gemert, Rao Muham-
mad Anwer, Jasper Uijlings,
Camp Davesa, Joost van de Weijer,
Theo Gevers, Cees Snoek

Khan et al (2012a); Ui-
jlings et al (2013)

UVA_NBNN · · • · University of Amsterdam Carsten van Weelden,
Maarten van der Velden,
Jan van Gemert

-

Table 4: Participation in the 2012 challenge. Each method is assigned an abbreviation used in the text, and identified as a
classification (Cls), detection (Det), segmentation (Seg), or action classification (Act) method. The contributors to each method are
listed with references to publications describing the method, where available.


